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Abstract—Continuously adaptive mean-shift (CAMShift) is an efficient and light-weight tracking algorithm firstly 
developed based on mean-shift to track human face in a perceptual user interface. CAMShift tracks a target by 
searching for the most similar areas to the target region in frames of a video sequence in regard to its reference color 
histogram. While color based CAMShift is suitable for tracking targets in simple cases, it fails to track objects in more 
complex situations. In this paper we review our low cost extension to improve the traditional CAMShift algorithm. 
Combining the original algorithm with simple motion segmentation techniques, we proposed an improved CAMShift
algorithm to cope with CAMShift`s tracking problems. We have evaluated the efficiency of our approach through 
analyzing our tracking results. We have compared our results with other tracking algorithms in various tracking 
scenarios.
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I. INTRODUCTION

Object tracking is a key task in the field of 
computer vision. An efficient tracking algorithm will 
lead to the better performance of higher level vision 
tasks such as behavior analysis and activity 
recognition. Object tracking has a lot of potential 
applications in various fields of science and industry 
like automatic surveillance, human computer 
interaction, robotics, video compression and virtual
reality  [1-3]. Various approaches of object tracking
have been proposed in the literature. Real time 
performance and low computation requirements are 
two key features of a practical tracking algorithm in 
real world applications [1]. 

Mean-shift is a kernel-based tracking method 
which uses density-based appearance models to 
represent targets. The method tracks a target by 

finding the most similar distribution pattern in a
sequence of frames with its target reference pattern by 
iterative searching. Mean-shift has been widely used in 
computer vision applications because of its relative 
simplicity and low computational cost. But mean-shift 
would fail in changing the track window`s scale, as 
targets move toward or away from the camera [1,4]. 

Based on mean-shift, continuous adaptive mean-
shift (CAMShift) was proposed to overcome the 
problem [5]. CAMShift adaptively adjusts the track 
window`s size and the distribution pattern of targets 
during tracking. CAMShift can be used to track the 
distribution of any kind of feature that represents the 
target in a lightweight, robust and efficient way. Most 
researchers though, use color data to represent targets 
for CAMShift [3], which give the method a low 
complexity and practical performance. 
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While CAMShift performs well with objects that 
have a simple and constant appearance, it is not robust 
in more complex scenes. For example, when 
background has similar color distribution with a target, 
or when a target moves in front of background objects 
with different colors, the tracker is very likely to fail. 
In another case, when the initial search window 
contains some parts of the background, due to poor 
object detection, it would normally cause the 
CAMShift`s search window to drift and diverge.  This 
might be an intense problem because the traditional 
CAMShift algorithm usually starts with manually 
selecting a target region by a user [6], and a human 
user may not be able to fully segment the target region 
form the background. The problem of search window 
drift is inherent to many probability-based trackers, 
since these techniques only track the peak of a 
probability distribution – not taking into account the 
composition of probabilities [7]. 

Motion segmentation is a fundamental part of 
many intelligent video surveillance algorithms. 
Motion segmentation aims at separating out moving 
objects of a video frame from its static background. 
The only interesting parts in the frames of a video 
sequence to us, are usually the moving objects. 
Detecting the moving regions provides us a focus of 
attention for later processes on these regions of 
interest. Various motion segmentation methods have 
been proposed in the literature. Background 
subtraction, temporal differencing and optical flow are 
amongst the most common methods used in different 
video surveillance applications [8]. 

In this paper we present an improved CAMShift 
algorithm to overcome the CAMShift drawbacks
mentioned above. Our extension combines motion 
segmentation with the traditional CAMShift algorithm 
to improve the tracking performance. Employing 
motion segmentation reduces the undesirable effects of 
background feature information on the tracker, and so 
helps us to solve the CAMShift`s problems related to 
background and target color interference.

The remainder of this paper is organized as 
follows. Related works are discussed in section 2. 
Section 3 describes our improved CAMShift 
algorithm, and in section 4, we discuss our approach`s 
experimental performance and compare our 
algorithm`s  results with other tracking algorithms.

II. RELATED WORK
Various approaches of object tracking are 

proposed in the literature which can be put into three 
main categories of point tracking, kernel tracking and 
silhouette tracking. Kernel tracking refers to the 
tracking methods which track targets` shape or 
appearance features. For instance, a rectangle or 
elliptical shape with an associated feature histogram 
can be regarded as a kernel. A kernel tracking method 
then computes the motion of targets represented with
the defined kernel. The computed motion is usually in 
the form of parametric motion types, such as 
transformation, conformal or affine. This is opposed to 
the point tracking methods like Kalman filter, which 
regard the detected objects as points and try to locate 
the estimated point in consecutive frames. The point 

tracking methods have a close relation with additional 
moving object detection methods [1, 4]. 

The simplest type of kernel tracking is template 
matching, in which the frames of a video sequence are 
searched with a brute force strategy to find a region 
similar to the target template. Visual features such as 
image intensity, color and image gradients might also 
be used as features in the process  of  target 
localization in a template matching method. The main 
drawback of template matching is its computational 
cost due the brute force search of  the target`s 
template. Different template matching methods are 
discussed in [1]. 

Mean-shift tracker is probably the most well 
known kernel tracking method used in the literature. 
Instead of searching for the most similar area to the 
reference target as what is done in template matching, 
mean-shift tracker maximizes the appearance 
similarity between the target`s feature representation 
(usually color histogram) and the candidate target 
location by iteratively comparing and shifting the 
candidate target location. The main advantage of 
mean-shift over the standard template matching is its 
lower computation cost due to the elimination of the 
brute force search [1]. 

CAMShift was first introduced as a technique for 
face and head tracking in a perceptual user interface as 
a mean-shift extension in [5]. CAMShift`s 
introduction was the result of an effort to find a fast 
and simple algorithm for basic tracking [5]. 

Several variations of mean-shift tracking have 
been proposed in the literature. CAMShift has also 
been object to a variety of modifications and 
improvements to accommodate more general tracking 
applications since its introduction [5]. In the remaining 
part of this section, we review some of the various 
tracking algorithms proposed based on both tracking 
methods in the literature. 

Reducing the target and background color 
interference has been a popular approach among the 
researchers to improve the performance of mean-shift 
and CAMShift object tracking. This purpose can be 
achieved by calculating the target color histogram with 
a weighted scheme. A weighted histogram calculation 
function gives higher weights to pixels closer to the 
object center, since the further pixels are more likely 
to be from background. Reference [9] for instance 
calculates the weighted color histogram of a circular 
target region in order to locate the target with mean-
shift tracking. Similar weighted histogram calculation 
methods are also used in CAMShift tracking in [6] and 
[10].  

Using multiple reference color histograms has also 
been studied in both mean-shift and CAMShift 
tracking algorithms. Reference [11] enhances the 
mean-shift`s tracking performance when multiple 
views of a target are available prior to the tracking. 
The approach proposed in [7] also uses multiple color 
histograms to model different appearances of a target 
and an accumulated histogram to compute the 
probability distribution of the corresponding target in 
every frame for CAMShift tracking. The authors 
evaluated their approach`s robustness in tracking 



objects which have diverse appearances like a multi-
color cube. These methods can be helpful when 
multiple views of a single target are available. 

Using Kalman filter in combined with mean-shift 
or CAMShift is an approach among the researchers to 
improve the tracking performance [2, 12-14]. Kalman 
filter basically builds a model of a system with a 
history of the system`s measurement [15]. This model 
is used to estimate the state of a linear system. Kalman 
filter has been widely used in the field of machine 
vision for the purpose of object tracking. 

A combination of mean-shift and Kalman filter 
tracking has been proposed in  [16], the method uses 
Kalman filter to predict the possible target position in 
a frame, and then uses mean-shift to search for the 
target in the predicted area. A similar method is 
proposed in [14] for CAMShift tracking in which 
Kalman filter is used to build a model of the target`s 
motion while tracking it with CAMShift. The model is 
used to predict the target`s position and the predicted 
area is searched by CAMShift to locate the target. If 
the search is successful CAMShift`s tracking result is 
used as the observed value of the target`s position to 
correct the Kalman filter, and the predicted value is 
considered as the target`s position. This model can 
track the target in the presence of occlusion or 
rotation. Reference [2] also uses Kalman filter to 
correct the target tracking whenever CAMShift fails.

CAMShift basically works with a single color 
histogram as the target representation [6]. Using extra 
information rather than color histograms to overcome 
algorithm`s inaccuracy has been a popular extension to 
CAMShift among researchers. In [3] for instance, an 
improved version of CAMShift is proposed which 
uses texture information along with color information 
to represent and track targets in video sequences. 
Reference [17] proposes a similar method as a mean-
shift extension, mean-shift runs with color and texture 
feature histograms separately for each target, and the 
final location of the target is obtained with integration 
of both mean-shift trackers` results.

III. IMPROVED CAMSHIFT ALGORITHM
In this section we first review traditional

CAMShift and its predecessor, the mean-shift 
algorithm, and then we explain our proposed approach 
in details.

A. Mean-Shift and Camshift Overview
The closest existing algorithm to CAMShift is the 

mean-shift algorithm. Mean-shift is a robust and non-
parametric method of finding local maxima in the 
density distribution of a data set. It is essentially just 
hill climbing applied to a density histogram of the 
data. To locate a target, mean-shift uses iterative 
searching to find the extreme value of a probability 
distribution [4].

The main reason of mean-shift failure in tracking 
targets is the fact that a kernel size that works at one 
distribution scale may not be suitable for another scale 
as the targets may move toward or away from the 
camera [5]. A small fix sized kernel (window) may get 
lost in tracking large objects, while a large fixed sized 

kernel may include other foreground or background 
objects, which causes tracking failure as well.

The main difference of a CAMShift and mean-shift 
tracker is the fact that CAMShift uses continuously 
adaptive probability distributions, which means the 
target`s probability distribution may be recomputed in 
every frame. This lets the target`s size, shape and 
appearance change in every frame, while mean-shift 
uses static probability distributions which are not 
updated during tracking. But this advantage of 
CAMShift may become a problem and cause the 
search window to diverge when there are appearance
similarities between targets and the background [5]
[6].

To track targets, traditional CAMShift basically 
works as follows. First, target`s initial search window 
is selected and its color histogram is computed. Each 
frame of the sequence afterwards is converted to a
probability distribution image relative to the target`s 
histogram. Then the new size and location of the target 
are computed via mean-shift from this converted 
image, and are used as the initial size and location of 
the target for the next iterations of the algorithm. In 
the next part we explain our tracking approach and 
discuss how it outperforms the traditional CAMShift.

B. Improved CAMShift Algorithm Combined with 
Motion Segmentation
Our tracking algorithm is primarily based on 

conventional CAMShift. The principles of our 
algorithm can be summarized in the following steps.

1. Initialize the search window`s location and size.
2. Segment the moving parts of the current frame.
3. Calculate the probability distribution image of the 
current frame.
4. Calculate the new location and size of the target 
search window using mean-shift.
5. Use the new location and size obtained in step 4 to 
re-initialize the search window in the new frame, and 
then jump to step 2.

1) Search Window Initialization
In the majority of works proposed on CAMShift,

the initial location of a target is selected manually by a
user [6] , we have the same approach in our algorithm. 
After manually locating the target by a surrounding 
rectangle, its two dimensional color histogram is 
calculated for further processing in the next steps.

2) Color Histogram Generation
To obtain robust results, we use HSV (Hue 

Saturation Value) color space in our algorithm for the 
color histogram generation. HSV color space separates 
out color(H) from its saturation(S) and brightness(V) 
values [18], which will improve our tracking 
performance. For target representation, we only 
choose hue(H) and saturation(S) color channels that 
represent the target`s main color features.

A color histogram of an image can be calculated 
as follows:

A histogram bin value { } =1… of an m-bin 
histogram in an image with n pixels 
locations { } =1… , is calculated as in (1), where 



 2 {1 … } is a function that gives the pixel at 
location the histogram bin index ( ).

                      =  [ ( ) ]=1                    (1)
3) Motion Segmentation

To do the motion segmentation in our algorithm 
we use the image differencing method which is one of 
the simplest and most used techniques to detect 
moving objects [19]. The pixel by pixel intensity 
difference ( Dk) of the current frame ( fk) and the 
reference background model (fB ) is computed from 
Equation (2), and the resulting image is thresholded to 
segment the frame`s foreground from its background 
(Equation (3)).

Dk(x, y) = |fk(x, y) fB(x, y)|                     (2)

Resultk(x, y) =
0  background if Dk T
1  foreground if Dk >            (3)

The resultant image is a coarse map of temporal 
changes. Simple morphological operations are applied 
on this image to reduce noise and fill the holes inside
the foreground moving objects. Then the main moving 
parts are extracted to generate the image of foreground 
objects. Figure 1 shows a sample resultant foreground 
image of our motion segmentation step and its 
corresponding foreground mask.

4) Probability Distribution Image Generation
A common method to generate a probability 

distribution image is histogram back-projection. Back-
projection of an object histogram with a frame 
generates a probability distribution image in which 
each pixel`s value associates with the corresponding 
bin of the object histogram.

To produce the probability distribution image 
using histogram back-projection, for each pixel 
location , the corresponding bin u (with the bin value 
of  ) in the image histogram is found, and the value  

 is stored in the resultant image at the specified 
location. is calculated from as follows:

                  = min
255 

max( ) , 255
=1…

     (4)

That is how the histogram bin values are scaled 
from [0, max( )] to the valid range [0, 255] of image 
pixel intensities. 

In step 4 we calculate the back-projection of the 
target histogram with the resultant image of step 2. 
This will produce a probability distribution image 
which will be used by mean-shift to calculate a
target`s new position. 

Figure 1.  The foreground image(left) of a sample frame obtained 
from motion segmentation and its corresponding foreground 

mask(left)  

5) Mean-shift Application
To calculate the target`s new size and location the 

mean-shift technique is used in our algorithm. Mean-
shift searches for peaks of a data set in a local search 
window and ignores data points far away from this 
window. Meanshift gets a probability distribution 
image and the initial search window of the target as 
inputs and returns the target`s new location by 
iteratively searching the probability distribution image. 
The method runs in the following steps:

1. Choose a search window.
2. Compute the window’s center of mass.
3. Center the window at the new center of mass
4. Return to step 2 until the window stops moving. 

Window`s center of mass is computed in step 2,
and then the window is re-centered to the computed 
center of mass. This movement will change what is 
under the window, and so the re-centering process is 
repeated until the movement vector converges to zero. 
The last calculated center of mass will be the new 
location of the target. It has been proved that the 
window finally converges and stops moving in step 4
[5].

The process of calculating the mean-shift vector 
can be simplified to the calculation of image pixel 
distributions, when dealing with a rectangular kernel
[4].

The following equations are used in the calculation 
of the search window`s center of mass (yc , xc):

                                  
xc =

M10

M00

yc =
M01

M00

                                 (5)

Here the zeroth and first moments are calculated 
as:

                     
M00 = I(x, y)yx

  M10 = xI(x, y)yx

  M01 = yI(x, y)yx

                    (6)

where I(x, y) is the intensity value of point (x, y)
in the probability distribution image.

Moments can also be used to find the target`s new 
size, this gives CAMShift the ability to update the 
target`s scale during tracking. Search window`s new 
size can be computed as follows:

                             
l = (a+c)+ b2+(a c)2

2

w = (a+c) b2+(a c)2

 2

                (7)



where l and w are the long and short axes of the 
search window respectively, and a, b, and c are 
obtained from Equation (8).

                              

a =
M20

M00
xc

2

b = 2
M11

M00
xcyc

c =
M02

M00
yc

2

                      (8)

And the second order moments are calculated from 
Equation (9):

                              
M20 = x2I(x, y)yx

M02 = y2I(x, y)yx

M11 = xyI(x, y)yx

                   (9)

Finally the new size and location of the search 
window are used to iterate the algorithm from step 2.

C. The method`s Order of Complexity
Our improvements on CAMShift are 

computationally attractive. The order of complexity of 
conventional CAMShift is O( N2), where is some 
constant, and the image is taken to be N×N [5]. Our 
motion segmentation phase`s order of complexity is 
O(N2) due to its background differencing step, which 
would not increase the whole algorithm`s order of 
complexity. For motion segmentation we used simple 
background differencing in our implementation, more 
efficient motion segmentation techniques may perform 
better depending on the video data and the scene 
complexity.

In the next section we discuss how our algorithm 
tracks targets in different tracking scenarios, and 
evaluate its performance by comparing our tracking 
results with the traditional CAMShift and mean-shift 
tracking results.

IV. EXPERIMENTAL RESULTS

In order to show the improvements of our 
approach, we have implemented our algorithm with 
C++ code using OpenCV library, and applied our 
method on PETS2000 and PETS2001 standard 
datasets [20].

The ground truth data needed for our comparisons 
in the following experiments is manually generated for 
various targets available in the test video sequences 
with the help of Video Performance Evaluation 
Resource (ViPER) tool [21]. To compare different 
tracking algorithms, the binary measure O(GT, ST) of 
successful or unsuccessful tracker defined as in (10) is 
used for each frame of a sequence. We define a tracker 
to be unsuccessful as soon as the spatial overlap
between its returned location of the target (ST) and the 
target`s ground truth bounding box (GT) falls below a 
predefined threshold value of T. The spatial overlap is 
computed as in (11).

(GT, ST) =  1          if A(GT, ST) >  
0                      othrewise

   A(GT, ST) = Area(GT ST)/Area(GT ST)  

In all of our experiments T is set to be 0.2.  The 
threshold is constant for all the trackers and we can 
make fair comparisons. 

We have used the following strategy to evaluate 
the trackers on each video sequence. For each target 
available in a video sequence, the number of 
successfully tracked frames and the approximate total 
number of frames in which the target is available are 
counted. The process is repeated three times for each 
target and the average number of successfully tracked 
frames is calculated. Finally the average counted 
number of frames for different targets is added 
together. The trackers are evaluated on all the targets 
available in PETS 2000 (3 vehicles and 3 pedestrians) 
and PETS 2001 Camera1 ( 4 pedestrians, 3 vehicles 
and 2 groups of pedestrians).

In the first experiment, we ran our proposed 
CAMShift algorithm, traditional CAMShift and also 
the mean-shift tracking algorithm simultaneously. We 
have compared our methods` results with the tracking 
results of both traditional CAMShift and mean-shift 
algorithms. Table I summarizes the results of this 
experiment.

Table I shows that our proposed CAMShift 
algorithm clearly performs better than the 
conventional CAMShift and mean-shift tracking 
algorithms. While all the evaluated trackers performed 
well in simple tracking scenarios such as tracking the 
single color vehicles available in the test data, our 
algorithm outperforms the other ones in more complex 
situations such as tracking small size pedestrians or 
groups of pedestrians. Targets with similar colors to 
the background and targets moving in front of 
changing color background also cause tracking failure 
in mean-shift and more significantly conventional 
CAMShift. But our algorithm performs much better 
than the other methods in these cases. 

Figure 3. shows a case in which the background`s 
color behind a target is changed during tracking. As 
shown in the figure, when the target moves in front of 
the cars with different colors which also have similar 
colors to the target, traditional CAMShift`s  tracking 
window drifts out of the target area. Our improved 
algorithm works fine in this case thanks to the motion 
segmentation step which prevents background color 
effects on the tracking performance.

As we discussed earlier, we believe our proposed 
method is robust in combination with a poor object    
detection method. In the next experiment, we 
deliberately set the initial search window of a target 
larger than its actual size. This would cause the 
existence of some background pixels in the targets` 
initial search window. A poor object detection in a real 
world application might be a result of shadows or 
sudden illumination changes. Table II shows the 
results of different tracking algorithms in this tracking 
scenario.

As it is interpreted from Table II, the tracking 
performances of mean-shift and conventional 
CAMShift have been considerably decreased in this 
experiment due to poor object detection. Our proposed 



algorithm in contrast, shows robustness in initializing 
with a weak object detection method.

Figure 4. shows a sample sequence of frames in 
this experiment, in which a small size target is being 
tracked. The initial size of the search window is 
deliberately set to be larger than the target`s size to 
contain some background pixels. As it is shown in the
figure conventional CAMShift and the mean-shift 
algorithm quickly lose the targets` track several frame 
after the initialization. But our proposed algorithm 
tracks the target well. 

The improvements which have been evaluated in 
this section can be justified with the fact that our 
algorithm ignores the undesirable effect of background 
pixels on the tracker due to the motion segmentation 
phase. In details, most of the background pixels that 
are included in the CAMShift`s search window are 
removed after motion segmentation. Therefore the 
pixels from the background which may decrease the 
tracking performance, are not considered in 
probability distribution image.

CAMShift`s robust ability to track targets with 
dynamically changing probability distributions also 
gives the method the ability to track targets in 
presence of noise. This idea has been evaluated in [5],
in the first introduction of the algorithm. In order to 
evaluate our algorithm`s tolerance to noise in 
compared with the original CAMShift algorithm, we 
have created three new video sequences by adding 
three different amounts of uniform noise to each frame 
of PETS2000 video sequence. The test of correctly 
tracked frames is then applied on the new created 
datasets. The results of this experiment are 
summarized in Table III. 

The results presented in Table III show that as the 
amount of added noise to the video frames increases, 
the tracking performances of both CAMShift 
algorithms degrade. The results discussed in [5] show 
the addition of noise to the video frames would 
slightly degrades the CAMShift performance in the 
case study of face tracking. Our results, in contrast, 
show in the case of tracking targets in general video 
surveillance applications, the effect of noise on the 
tracking performance is more significant.

It should be mentioned here that the presence of 
noise may considerably spoil the process of motion 
segmentation with the background subtraction method. 
The undesirable effect of the added noise on motion 
segmentation can be clearly seen in Figure 2. The 
figure shows the result of motion segmentation on a 
frame with the uniform added noise of 20%. In spite of 
the degradation of tracking performance in presence of 
noise for both tracking algorithms, Table III shows our 
CAMShift algorithm still keeps its superiority in 
compared with the original method.

This experiment shows that the proposed method 
preserves the ability of CAMShift in tracking targets 
in the noisy environments, and our method still 
outperforms the conventional CAMShift in the 
presence of noise. Figure 5. shows a case in which 
conventional CAMShift fails due to presence of noise, 
but our proposed method tracks the target well.

TABLE I.  COMPARISON OF DIFFERENT TRACKING ALGORITHMS

DataSet Algorithm

Successfully 
tracked frames

(Total evaluated 
frames)

Success 
rate

PETS2000

Conventional 
CAMShift 1009(2750) 36%

Mean-shift 1470(2750) 53%
Proposed 

CAMShift 2613(2750) 95%

PETS2001

Conventional 
CAMShift 1623(4725) 34%

Mean-shift 2503(4725) 52%
Proposed 

CAMShift 4437(4725) 93%

TABLE II.  COMPARISON OF DIFFERENT TRACKING 
ALGORITHMS INITIALIZED WITH POOR OBJECT DETECTION

DataSet Algorithm

Successfully 
tracked frames

(Total evaluated 
frames)

Success 
rate

PETS2000

Conventional 
CAMShift 346(2750) 12%

Mean-shift 940(2750) 34%
Proposed 

CAMShift 2487(2750) 90%

PETS2001

Conventional 
CAMShift 724(4725) 15%

Mean-shift 1425(4725) 30%
Proposed 

CAMShift 4269(4725) 90%

TABLE III.  COMPARISON OF CAMSHIFT TRACKERS IN 
PRESENCE OF NOISE

Data
Set Algorithm

Uniform 
Added 
Noise

(percent)

Successfully 
tracked 
frames
(Total 

evaluated 
frames)

Success 
rate

PETS
2000

Conventional 
CAMShift

10 879(2750) 31%
20 693(2750) 25%
50 356(2750) 13%

Proposed 
CAMShift

10 2413(2750) 87%
20 1807(2750) 65%
50 480(2750) 17%

Figure 2.  The effect of noise on motion segmentation. Foreground 
segmented image(right) of a sample frame(left) with 20% of added 

noise



V. CONCLUSION AND FUTURE WORKS

We proposed an efficient color based CAMShift 
algorithm for target tracking in this paper. Combined 
with low-cost motion segmentation techniques, we 
improved the traditional CAMShift`s performance and 
showed how our approach can solve its drawbacks. 
Applying motion segmentation in the algorithm 
reduces the undesirable effects of background color 
information on the tracking performance and eases 
target localization in the probability distribution 
image. We finally evaluated our algorithm`s 
performance and compared it with mean-shift and 
conventional CAMShift in practice.

As we discussed in section 4, although our 
algorithm performs better than the conventional 
CAMShift in the presence of noise, but it doesn`t 
perform satisfactorily when the amount of noise 
increases. We believe working on the algorithm using 
more efficient motion segmentation methods such as 
mixture of gaussian may lead to promising results in 
the future works. One of CAMShift`s drawbacks is its 
inaccuracy in locating the exact area of a target. For 
example when dealing with generation of ground 
plane trajectory, the exact location of a target`s feet is 

needed, which can`t be obtained accurately using the 
conventional CAMShift. We believe using some 
modifications in our algorithm; we can handle these 
inaccuracies in future. We are also going to work on 
the occlusion handling of our algorithm. Our 
algorithm can handle partial occlusions exist in our 
test data. we are going to work on the method to 
handle more severe occlusions, especially when 
moving targets are occluded by static objects.  
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